Congestion Control early warning system using Deep Learning
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Abstract: A new approach is proposed to analyze the live crowd and to provide an alert at the time of congestion, over-crowding and sudden gathering of pedestrians in a particular region. This paper proposes a completely software-oriented approach using MATLAB where it uses object detection and object tracking using Faster R-CNN (Region Based Convolutional Neural Network) algorithm where inception model of Google is used as CNN model which is pre-trained. This proposed method gives significant result on proposed dataset and the crowd congestion using Faster R-CNN approach which gives an accuracy of 93.503% at the rate 28 frames per second and the crowd detected video frames are uploaded to cloud storage.
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Introduction

As the human population all over the world increases day by day and adding to that the wide spread of Covid-19 has caused a severe damage to the human life cycle and had cost lot lives and their life routine both financially and mentally. Crowds occur in a variety of situations like concerts, rallies, marathons, stadiums, railway stations, etc. Crowd analysis is essential from the point of view of safety and surveillance, abnormal behavior detection and thereby reducing the chance of a causing a major disaster. Generally, congestion in the crowd can lead to severe problems like a stampede, suffocation and body pain. This congestion is due to increasing people count in a compact area thereby increasing the crowd density in regions and abnormal crowd motion.

Most of the congestion control approaches follow a hardware-oriented approach. Here in this approach we proposed a software-oriented approach, Congestion Control Early Warning System, for congestion control with the help of object detection and object tracking technique. Object detection is performed by algorithm known as the faster R-CNN architecture in which Google inception model is used as a pre-trained CNN model and with the help of proposed object tracking technique the crowd abnormality is analyzed. The proposed congestion control
technique exhibits quite significant results on the proposed dataset. This proposed methodology is very efficient when compared with other object tracking methods.

This paper proposes an approach to produce alert at the period of congestion in crowd or any other abnormality in the crowd using this Faster R-CNN algorithm. And for people tracking centroid based algorithm using Euclidian’s formula. According to these functionalities the crowd is monitored to find and alert the abnormality in certain time period.

**Related Work**

As gone through research papers that are similar to our approach in crowd management and alert systems most of the approaches where completely of hardware components and no use of any deep learning algorithms to it.

Mr Victor Hugo Roldão Reis, Mr. Silvio Jamil F. Guimarães and Mr. Zenilton Kleber Gonçalves do Patrocínio Jr has proposed and evaluated the adoption of a capsule network-based (CapsNet-based) model rather than the convolutional neural network-based (CNN-based) models which are predominant in crowd counting tasks. The aim is to join the task of generating a high-quality density map from a single image along with producing a more precise estimate of the number of people. CapsNet-based model has a strong capacity of representation and a powerful dynamic routing mechanism that could address the drawback of a limited number of training samples. The replacement of the scalar values of CNN by vectors when using a CapsNet allows learning more discriminative features, which contributes to generating high-quality density maps, and thus a more precise number of individuals in crowd scenes. Experimental results show that our proposal presents competitive results concerning state-of-the-art, but with a 59.2% reduction in the number of parameters.

CNN (convolutional neural network) is a specialized deep learning model for data processing that achieved great success in several computer vision tasks. It has a strong capability to automatically learn high-level representations from input images. And it consists mainly of three types of layers, namely: (i) convolutional layers; (ii) pooling layer; and (iii) fully connected layers. Relevant information of an image through vectors. Compared to traditional neurons, which produce a scalar value, the capsules can also represent information about the direction related to a feature. Its adoption has achieved excellent results in tasks such as recognition of digits and classification of small images. As far as we know, CapsNet has never been used to tackle the crowd counting problem. Thus, in this work, we propose a new use of CapsNets to the task of crowd counting. We hypothesize that the use of CapsNets can be more efficient for producing high-quality density maps from the complex crowd scenes, dealing better to scale variation and representation in stored in vectors rather than scalars values and using a smaller number of parameters when compared to the state-of-the-art.

Mr Yuanyuan Fan and Qingzhong Liang proposed a method of crowd flow detecting based on RFID by analyzing the factors affecting the RFID link state. Firstly, a pedestrian
detection system-based RFID is allocated at the entrance of channel where reading RFID tags will be affected when people pass through. And then, the Link State Indicator (LSI) according to the counts of reading tags is considered to get coverage information, while moving status can be inferred by RSSI detection. With the evaluation in different scenarios, the coverage and moving status of the crowd can be verified. With the rapid development of urbanization, the organization of pedestrian flows in large public space like airports, train stations, shopping malls etc. is a big challenge for public safety in these spaces. Systems with information about current crowd densities and moving status are able to support the control and management process of pedestrian flows and enhance public safety. The detection of the pedestrian flow in popular urban areas, which focuses on the crowd number, can bring advantages in effectively preventing the occurrence of accidents such as pressing stampede. In the last decades, many methods including on-site supervision by manual checking, cameras with image processing techniques and infrared detecting. However, these techniques require special additional hardware components and suffer from too many factors, such as bad weather, shelters, and so on. Furthermore, implementation cost in order to track people in huge areas has to be discussed carefully in certain scenarios.

In addition, the RFID technology which is mainly based on identifying each electronic tag carried by people has been used to find out the pedestrian flow information for many years. In recent years, WIFI tracking and Bluetooth is also devoted to provide a good approximation to crowd densities and pedestrian flows. In order to reduce the impact of environmental factors, such as weather reasons, atmospheric refraction, equipment pollution, an application system for pedestrian flow detection based on RFID technology is proposed in this paper. Although the cost of personal identification in public places which requires everyone to carry embedded RFID tags is too high, we can still gather the traffic information through RFID signal link status with low cost. In this paper, we design a RFID detecting system in public place, and monitor RFID RSSI (Received Signal Strength Indicator) value changes in different scenarios. With the evaluation, we can verify the coverage changes of the crowd.

**Design and Implementation**

Figure 1 represents the block diagram of the congestion control early warning system where the video feed is given as input to MATLAB. Then the bounding boxes are generated for each person using Faster R-CNN algorithm in the video frame. And if the number of detected people count goes higher than the threshold value then an alert message will be displayed. After the detection of congestion or abnormal crowd the detected particular video frame will be captured and stored in a real-time cloud storage platform which can be accessed by authorized clients for their future usage.
Figure 1. Block Diagram

Figure 2. System design
In the proposed system of congestion control on crowd behavior is analyzed with the help of three tasks: object detection, object tracking and object motion direction, where the object is a human. Figure 2 shows the design of the proposed approach for an early-warning system to detect high congestion and generate safety alarms for the execution of safety plans.

a. Object detection

Faster R-CNN architecture as shown in Figure 3, helps to accomplish the task of object/head detection by deploying the input frame on a pre-trained CNN model, such as Inception architecture of GoogLeNet. Then, Region Proposal Network is used to detect the regions that might contain the objects in the feature map by generating the object proposal score and bounding boxes. Then the Region of Interest pooling layer is used to extract the feature maps according to the regions proposed by RPN and the feature maps output from CNN. Finally, the output feature map is then used for classification and in fine-tuning of the bounding boxes via fully connected Layers.

b. Object Tracking in Crowd

This paper proposes a novel method to track the object. The idea is that the movement of a particular object in the consecutive frame is gradual, i.e. the distance traveled is less. The procedure to track an object is as follows.

- Compute the centroids of the bounding boxes of the objects in the consecutive frames.
Centroids, which are closer to each other in the consecutive frames, belong to the same object. The Euclidean distance is used to measure closeness between the centroids of the two frames.

If closeness property is not satisfied, then that object is treated as a novel object.

For instance, consider two detected objects as shown in figure 4 (denoted by black color bounding box) with the tag as ID 1 and ID 2. Suppose they moved at a certain distance and their new position is represented by a red color bounding box. Now compute the distance of the centroid of ID 1 with the new centroids. The centroid which is closer to ID 1 is provided an ID 1 tag. Similarly for ID 2. The new tag is given to the object that has no such closer centroid.

**Figure 4. Object tracking approach**

**Implementation**

The proposed system is implemented using and is visualized with the help of flags concept.

Consider two flags, good_flag: Indicating the normal situation of the crowd and bad_flag: Indicating the abnormal situation of the crowd, leading to high congestion.

1. Train the faster R-CNN model for human head detection on the proposed dataset.
2. Do object detection and get coordinates of bounding boxes.
3. Find the area and centroid for each detected bounding box.
4. Maintain the previous areas and previous centroids to compare the boxes in the consecutive frames.
5. Track the objects by using proposed centroid based object tracking algorithm.

6. Compare area of bounding boxes in two frames belonging to the same object to get the direction of motion of the crowd.

7. If the total number of people is greater than the number of people allowed in the frame
   - If the motion is in one direction (either towards the camera or away from the camera) then increment the good_flag by 1. (Increment is done by two because of this being excellent condition than abnormal).
   - If an equal number of people are moving in the opposite directions to each other, i.e. both towards and away from the camera then increment the bad_flag by 2. (Increment is done by two because of this being terrible condition than usual)

2. (Increment is done by two because of this being terrible condition than usual)
   - If an unequal number of people are moving in the opposite direction to each other, i.e. both towards and away from the camera then increment the bad_flag by 1.
   - If an object/person stays still for some time (computed by tracking the number of frames in which the person stays still) then also increment the bad_flag by 1.
   - This condition also follows the sensitivity parameter which ranges between 0 and 1; 1 being more sensitive. 1 means that if people are moving in one direction, then no one can come in the opposite direction, else increment the bad_flag by 1.

8. If in a frame the total number of people is less than or equal to the number of people allowed.
   - Then increment the good_flag by 2 (this is the most relaxed condition).

9. Do steps 5, 6, 7, 8, 9 for 20 frames. (Number of frames equal to 20 is not fixed can be changed as per requirement, but for accuracy concerns, it should be 10 to 50).

10. Finally, if bad_flag > good_flag then generate the high congestion alert and store the particular frame in the output for analysis and execution of contingency plans.

**Methodology**

Figure 5 gives the view of the dataset images used to train the algorithm we have implemented. This proposed algorithm is trained with 4,372 dataset images to increase the efficacy of the algorithm and to decrease the time delay for object tracking and detecting. The congestion scenario is created by making motion as random as possible and label the corresponding node abnormal.

Faster R-CNN model is trained and tested with the shot video frames. These video frames are manually annotated by the bounding boxes around the human head. The model is trained to learn the characteristic features of the human head even with the different orientations.
The model was trained until there was consistently low loss, thereby it almost took 22,000 iterations for training as shown in figure 6.

**Figure 5.** Trained Dataset

**Figure 6.** Training Bounding Box

Faster R-CNN a deep convolutional neural network (output from RPN) and fast RCNN detector (final output). Neural networks are trained using stochastic gradient descent and require
that you choose a loss function when designing and configuring your model. There are many loss functions to choose from and it can be challenging to know what to choose, or even what a loss function is and the role it plays when training a neural network. The role of loss and loss functions in training deep learning neural networks and how to choose the right loss function for your predictive modeling problems. A deep learning neural network learns to map a set of inputs to a set of outputs from training data. We cannot calculate the perfect weights for a neural network; there are too many unknowns. Instead, the problem of learning is cast as a search or optimization problem and an algorithm is used to navigate the space of possible sets of weights the model may use in order to make good or good enough predictions. Typically, a neural network model is trained using the stochastic gradient descent optimization algorithm and weights are updated using the back propagation of error algorithm. The “gradient” in gradient descent refers to an error gradient. The model with a given set of weights is used to make predictions and the error for those predictions is calculated. The gradient descent algorithm seeks to change the weights so that the next evaluation reduces the error, meaning the optimization algorithm is navigating down the gradient (or slope) of error.

\[
L(p_i, t_i) = \frac{1}{N_{cls}} \sum_i L_{cls}(p_i, p_i^*) + \lambda \frac{1}{N_{reg}} \sum_i p_i^* L_{reg}(t_i, t_i^*).
\]

**RPN Losses:** Binary classification loss or objectness loss (based on object proposal score for being background or foreground) is shown in figure 7 (value: 8.2006e-3), and bounding box regression loss (based on bounding box coordinates proposal) is shown in figure 7 and 8 (value: 0.01053). Smoothing value is just for visualization of the graph, i.e. to make the curve as general as possible; not utilized in any computation. In the following graphs the dark orange colored curve is the generalized representation of the actual curve indicated by light orange color.

![Objectness Loss](image)

**Figure 7.** Binary Classification loss over the number of iterations (smoothing value: 0.8)
Figure 8. Bounding Box regression loss over the number of iterations (smoothing value: 0.8)

Classification Losses: Classification loss (based on some class labels) and bounding box localization loss (based on the fine-tuned bounding box coordinates).

Since only one type of class label was needed (head) and the objective of the second module of faster R-CNN is to classify the detected objects into multiple classes; thereby only the first module of faster R-CNN is needed to serve the purpose of human head detection. Thus, the overall loss (value: 0.06497) is computed as the weighted sum of the classification and the regression loss as shown in figure 9.

Figure 9. Overall loss over the number of iterations (smoothing value: 0.8)

The values are set pertaining to the experimental environment. These values are not fixed and may vary for a different environment. Table 1 shows the threshold parameters and respective values, which were kept during experimentation.
Experimental Results and Discussion

Bounding box is generated for each and every person in the video frame. And each person in the video frame is numbered uniquely until they leave the video frame and the number of people count starts increasing as the number of people enter into the video frame.

Figure 10. Generation of Bounding Box

When more than 30 people and two congestion is detected in the video frame, which is more than the threshold value (30) set for the people count and the congestion count (1) the warning dialog box will be popped out saying “More people and congestion”. And the command window displays the total people count and the congestion count.

Figure 11. Crowd Alert
When the total number of people in frame is very less than the threshold value until the flow of input video frame then the popup window displays as “Less Crowd”. This informs the guard or the surveillance official that no crowd is detected until the given input video ends. The command window displays the total count of people in the video frame and compares it with the threshold value and pops the message window.

![Figure 12. Less Crowd Detection](image)

The crowd detected video frames are sent to firebase cloud storage for the future use, if there is any need to know the count of crowd in a particular day. So the implementation of cloud storage would be more favorable for the user to fetch the data at any time and any place where he is in need of it.

![Figure 13. Cloud Storage](image)

Accuracy is the important parameter that has to be analyzed to find the efficiency and the performance of the proposed technique to solve the problem. In this project we have
compared the proposed algorithm with other two similar algorithms to find the most efficient and user friendly way to solve the raised issue.

The faster R-CNN model along-with google inception resnet v2 CNN model produced significant results by detecting the humans in the respective frames with an accuracy of 93.503% at the rate of 28 FPS. The detection accuracy and the output FPS comparison with the other state-of-the-art methods like R-FCN and SSD tested on the same proposed dataset and environment. The overall human detection accuracy and output FPS for Faster R-CNN is significantly better than other methods.

![Bar chart comparing detection accuracy and FPS of different models](image)

**Figure 14.** Human detection accuracy and output FPS comparison

![Confusion matrix](image)

**Figure 15.** Confusion matrix between true label and predicted label for normal and abnormal frame
The performance of the proposed approach can be observed from the following confusion matrix. The overall accuracy, precision and recall for the proposed method is 88.79 %, 88.52% and 89.46%.

**Conclusion and Future Scope**

This paper proposes the novel Faster R-CNN architecture to analyze the crowd behavior and generate the warning/alert signals to execute the contingency plans in order to control the congestion and prevent from mishap. The system follows three tasks of object detection, object tracking, and object motion direction. Each of this task is achieved by following the modified faster R-CNN architecture (because of the requirement of one class classification only first module of faster R-CNN, RPN is required), centroid-based algorithm and analysis of the output of these two tasks for abnormality detection concerning the crowd motion respectively. And through testing, it was found that alert signals were generated for every corresponding frame for which there was a higher chance of occurrence of mishap like stampede due to congestion in crowd motion. And the crowd detected video frames are stored in cloud for further accessibility of user.

Based on the accidents and the wide spread of Covid-19 that can happen due to abnormal crowd behavior, there is a huge need for research in the area of crowd behavior management. The proposed approach is efficient enough to execute the contingency plans for the detected crowd congestion, but still, it can be improved further. The one challenging task which can be tackled is of occlusion; thereby this approach can be enhanced further to handle the cases where people are hidden behind some other person or object as per camera vision. The Frames per Second (FPS) of the output can be increased by following different and new architectures. The approach can be updated even to recognize people in the low-resolution frames in which the head is barely visible. Indeed, there are countless possibilities for improvements in the field of crowd behavior analysis. With the passage of time technology is evolving and new types of challenges are originating which are leading towards new corresponding research fields.
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